
We’re going to expand our understanding of metadata this week to talk about how it 
can be shared and applied in even more interesting ways.
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Let’s just quickly review what we talked about last week:

Metadata is information about an object

Metadata is organized into schemas, which are sets of elements or properties that 
are used to describe characteristics of an object. Similar elements can be 
differentiated by attributes, hierarchy, or membership of a class

Metadata is what is searched in a digital library

There are several types of metadata including descriptive, structural, and 
administrative types: preservation, rights, technical

Some major metadata schema used by libraries include Dublin Core, and MODS, 
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Before we move on I want to take a little side-track and talk a little bit about XML,
which stands for eXtensible Markup Language.

XML is basically a protocol, or set of rules, about how you can format text in a way 
that certain software can understand. The reason we are learning about it is that a lot 
of metadata in the library community is shared in an XML format.

The rules of XML have you put property names inside angle brackets. The property 
name is in an angle bracket right before the text of the value. When the text of the 
value is finished, the property name is repeated again, but this time with a slash. So 
the properties wrap around the text of the value.

In XML, properties can be nested and hierarchical, so you can have that idea of 
hierarchy or classes, like we’ve talked about. But every XML document must have an 
initial, or parent, root element, that will open and close the file.

XML is just one of many different data encoding standards. There are other sets of 
rules that might dictate how to format metadata slightly differently for different types 
of programs to read (kind of like how there are different citation standards for 
different disciplines that all dictate how to format the same type of information in a 
citation). XML is a very common format used for metadata in libraries.
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So here’s a look at some XML.

Book metadata is the root property. It is enclosed in angle brackets. The property 
inside it’s angle bracket is often referred to in XML as a tag.

We can see how opening and closing tags contain all of the text values within them.

An attribute is expressed in XML by being within the opening tag and using an equal 
sign (type=created)

We can see that XML properties are repeatable.

And also hierarchical, meaning tags can wrap around not only values, but also other 
tags… like the way a parenthetical statement is inside a sentence, 

This is a faked metadata schema…if you wanted to make an XML record using the 
Dublin Core schema, you could go to that reference and find out what the properties 
are for that standard and then write it up as XML. Same for MODS, or PREMIS, or VRA
or any metadata schema. If you remember, back in our week on text digitization we 
also saw some XML. That time it was using a schema called TEI that is used to mark 
up text values. If you are familiar with HTML that is also a metadata schema that is 
often employed using XML.
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One other basic concept I want to cover is the Application Profile.

In a typical scenario, if you have a digital library that has a wide variety of material, 
you might find that no one schema is going to do the job for you really well. An 
application profile then is a local schema that incorporates elements from different 
standard schemas into one profile. It’s like picking menu items from an ala carte 
menu, sort of.

This website, created by a subgroup of the Digital Library Federation, is a 
clearinghouse for metadata documentation including application profiles. It’s a new 
thing and small now, but hopefully will grow over time. Let’s look at the application 
profile from Rice University in the clearinghouse.

All it really is, is a list of elements taken from several schema that this university 
wants to use to describe Electronic Thesis and Dissertation. The rest of the docs are 
just some info on the definitions of these elements. Rice then takes these directions 
and creates metadata records for its Electronic Theses and dissertations that follow 
these rules. It’s as simple as that really. 
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Let’s look at another example, the application profile that DPLA uses.

This is a document that lays out the application profile used by DPLA to ensure that 
all of the records they share are the same schema. On page 5 you can see a 
declaration of the different schema used in the profile.

Looking at the table of properties used, you can see that a lot of them are from the 
DC and DCTERMS namespace.  

But there are a few that DPLA has created for themselves because they couldn’t find 
a schema with these specific things. By using an application profile, they only had to 
create two new properties, rather than declare an entirely new schema just for their 
purposes.
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The way you distinguish where the different elements come from in an application 
profile is through the use of namespaces.

This takes the XML we just learned about and adds a new feature to the tag or the 
property, a namespace declaration: the blue parts there are the namespace: just an 
abbreviation identifying the schema the property comes from. 

By adding that, we are saying that we are using title and format in the way they were 
described according to simple Dublin Core, we are using namepart as per MODS, we 
are using dateCreated as per dcterms (that‘s a schema that uses the qualified version 
of Dublin Core), and we are using measurement from VRA.

By mixing and matching elements from different schemas we can create one that is 
customized for our specific needs, while still working with standardized schemas.

Application profiles are now very common.
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Now that we understand application profiles, which was really the last of the very 
basic concepts, let’s move on to talking about how metadata interacts with the rest 
of the networked world.

One of the first things the information world started to get excited about when they 
starting putting data online was the opportunity to share it. This could take the form 
of their metadata records simply being indexed by a search engine like Google, or it 
could involve in some library-based aggregation project:  For example, if two libraries 
in the same town had their data online in a metadata format, theoretically you could 
build a tool that would search both of those data sets together.

There are two primary ways to share metadata for combined searching. One is 
federated searching, which creates a tool that is smart enough to go out and search a 
bunch of sources simultaneously. In this type of sharing the issues of consistency and 
structure aren’t as important because you can customize the search to the source, 
and the data is always up to date. However, the searching can be slow. It is at the 
mercy of the speed of the local institution. And there can be problems with 
determining relevance for ranking results of queries between the sources, because 
they might have different metadata schema that aren’t compare-able.

Another method is aggregation. We are going to talk a lot more about aggregation 
this week. This is when a service goes out and collects records from a bunch of 
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different sources, puts them all into one index that is then searched. This means that 
the single index can be searched really quickly. However, that index will have to be 
periodically updated to reflect additions and changes at the various sources.
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The Open Archives Initiative Protocol for Metadata Harvesting (OAI PMH (usually just 
referred to as OAI) ) is a technology that makes metadata aggregation possible.

OAI is based on two different roles. The first is the data provider, this is the 
organization that has records they would like to share. The second is the harvester, 
this is the organization that is gathering the records

OAI specifies a protocol with directions for how to either publish or harvest metadata 
using HTTP – another internet protocol (or set of directions for how to do 
something). The idea of a protocol is that there are tons of different ways to do this, 
but if we all do it the same way  -- in other words, follow the same protocol that OAI 
has set up -- then it’s easier to cooperate without a lot of figuring out the wheel each 
time.

Besides the protocol there really aren’t a lot of requirements, so you can share 
metadata in any format as long as it is expressed in XML
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Let’s look at this in action

This is a digital collection at the Montana State University. You can go to their website 
and see these items in their collection….
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Or you can go to their OAI feed url…this one was set up for them through the Big Sky 
consortium in Montana. They set up an OAI server at this address that will output 
these records according to the OAI protocol
- To start the query I type “?verb=“
- Then I include whatever OAI commands I want to use… Let’s try this in real time

- Now this is how I as a single person who wants to look at the records in these 
feeds would do this. In a situation with an aggregation service, they would build 
some sort of software that would use the OAI protocol for harvesting to build a 
tool that would do this for the thousands of records in this feed and others and 
then save them in a new database. They then could make them all available 
through a new user-based website.
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Like this one at DPLA. They have an OAI harvester that will run and maybe capture 
300,000 records in a couple of hours. They put those records into their own 
repository and then display them on their website. They may still end up with records 
in lots of different schemas though because some partners might use MODS, some 
use Dublin Core, some use MARC… so the next thing to do to get the records to be 
searchable together would be to convert them all to the same schema.
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The first step in being able to transform, or map, that metadata from one schema to 
another is to create a crosswalk.

The crosswalk is just a plan for what properties in the source schema we will convert 
to which properties in the schema we want to end up with.

Often there are not 1-1 matches between schemas, so things can get complicated. 
But it’s basically like translating the values from one schema to another.

That crosswalk can then get transferred to some code in a scripting language like 
Python, or PERL, or Ruby, to create brand new records in the schema we want to end 
up with, based on the ones that we started with. 

The way I think of them, mapping is the term usually used for actually doing that 
transformation and the crosswalk is the directions, but the two terms are often used 
interchangeably in the profession.
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Let’s take a quick look at the crosswalk set up by DPLA. 

I’m going to go into this in more depth in another video this week, because our first 
assignment will be to create a crosswalk like this for a sample record. But to give you 
a quick overview, this is a crosswalk set up DPLA. It basically is like a translation of 
how metadata in other formats would be expressed using DPLA’s application profile. 
So, if we look at the column for one of the DPLA partners, the Empire State Digital 
Network, who were the ones who published the record we just looked at, we see that 
it is like a series of equivalences… ESDN expresses creator in this way, and that would 
correspond to how DPLA expresses creator as dc:creator.
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So that’s essentially what OAI does…it allows you to gather records from all over and 
put them into one database. The crosswalking and mapping step is another optional 
way that you can make them all the same for better searching though. The point of 
OAI is just to gather the records

There are some pretty clear benefits to using OAI

First of all, it’s pretty simple. We’ve been looking at it in a very simple way, single 
HTTP requests through a browser, but there are tools out there to help set up a feed 
and harvest feeds and they are pretty easy to understand once you know some of the 
basic concepts.

The other thing that we saw is that the protocol can be used to create tools to do 
harvests in an automated fashion. So you can configure a bit of software to do these 
requests and gather these records, and it will go and do it on its own, you don’t have 
to deal with downloading say an export of all your files and manually sending them to 
an aggregator. And as an aggregator, I don’t have to be involved in every single 
request.

As we saw the OAI standard is flexible about metadata. It has it’s own very simple 
wrapper standard, but after that any metadata that is in XML can be posted.
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Finally, OAI was developed in the early 2000s, and at this point it is widely adopted. 
Many repository services have OAI publishing as a standard part of their operation. 
Even our Omeka.net accounts we will set up for the final project allow us to harvest 
from OAI feeds. (it’s one of the plugins, check it out if you are interested).
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That’s not to say that there aren’t drawbacks however.

One that isn’t too big of an issue, but which sometimes becomes  a problem is the 
fact that we can only share metadata in xml formats. We can’t, for example, send files 
of csv encoded data using this protocol.

Another issue is with the time it takes to reharvest. OAI send a request over the web 
for records, typically in groups of no more than 500 at a time. While each request can 
only take milliseconds, as your provider grows, your harvests grow as well, taking up 
more and more time and resources to complete. If you amass collections of hundreds 
of thousands of records it could take more than 24 hours to complete depending on 
the speed of the server at your source, which you have no control over. 

As I mentioned earlier , there is also the problem of the data that we have becoming 
out of date. When I worked at DPLA we reharvested records from our partners 
typically four times a year. Any changes they make between harvests aren’t reflected 
in our data until a few months later when we harvest again. Luckily, it’s mostly a 
question of just not having new records added. The records themselves don’t often 
change much, but if an item is removed from the source collection it could still have a 
record in the aggregation for several months..
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So OAI was one way to share metadata, and it involved sharing entire collections of 
records. 

Another way of sharing data that is a more modern technology is call Linked Open 
Data or LOD.  It is another kind of interoperability and it really involves sharing 
discrete portions of data, rather than entire collections or sets.

At this point, if you haven’t yet watched the video about linked data that was posted 
in the readings, you should stop this lecture and go and do that now. I’m not going to 
cover linked data in as much depth, because the video does a pretty good job.
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Assuming you’ve seen the video, I’ll just reinforce a few concepts.

The premise of linked data hinges on the idea that everything has an URI. So concepts 
like an LCSH controlled subject heading, or the entry for an author’s name in an 
authority file…these would all have a identifying URI (same thing as a URL really with 
a few important differences, but those aren’t crucial for us to understand at this 
point). 

When you wanted to say something about that concept or thing, you would use the 
URI as a reference point. Think of URIs as just like an identifying number for a 
concept.

There are rules about the technology used around URIs (that they are created 
according to the HTTP protocol, and that they are provided in a data encoding 
standard called RDF (not XML for example)).

Then, you can create resources that combine URIs from different sources and anyone 
who wants to find something out about a concept can look for that URI in different 
sources.
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One thing I thought the video didn’t necessarily cover explicitly is where those URIs 
come from. It’s not like some universal council sits down and decides what the URI 
for cat is. Instead what you have are lots of different data services that have 
vocabularies of terms or definitions. One example here is the Library of Congress’s 
Name Authority File. LC has created a URI for each name in it’s file. So that’s great, 
but then what if another organization has another URI for that name? 
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Well, if they say, like this LCNAF page does that their URI is the same thing as another 
source’s URI, that’s one way to link the two. Here at the top, we see that this LCNAF 
record states that their term for Edgar Allan Poe is exactly the same as this other term 
from VIAF (the Virtual International Authority File created by OCLC). So already we’ve 
joined the data here at the LC page, with the data over at VIAF.
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Another way that things get linked is when another party comes along and reuses 
those URIs.

This is some metadata from a theoretical authority record in a catalog. The original 
source record just said the name “Poe”. In our authority record, we are asserting that 
our author named Poe is the same as the Edgar Allan Poe named by LCSH, which is 
also the same as the entry for Edgar Allan Poe in VIAF. Now we have relationships 
between three data sources.
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The neat thing about Linked Data is seeing what you can do once you have those URI 
identifiers in sources. The video we watched about linked data used information 
about edgar allan poe in google search results. So let’s talk about how this would 
really work.

First, google has recognized that my search term “Edgar Allan Poe” is something that 
has a URI reference in some different sources. Probably it has a list of such terms and 
kicks off this linked data tool when someone searches for them.

Next Google has gone to a couple of sources to look for matches to edgar allan poe. 
First it looks like it’s gone to something like wikidata, which is a database of content 
from wikipedia put into linked data. So wikidata would have assigned a URI to edgar
allan poe. 

Google can look up that uri and then use it to grab wikidata’s information about poe
while it is bringing you the results of your search. It looks like it also went to a book 
source, probably it’s own google books records. 

Now, why is this any different from searching by Poe’s name? Well, for one thing, 
using a single URI instead of a name gets around the problem of people writing the 
name in different ways. If one source said Poe, Edgar and another just said Poe, but 
they all used the same URI we can be sure that it really meant this Edgar Allan Poe. 
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It’s a way of dis-ambiguating or exerting authority.

The other thing that is a benefit here, is that linked data technology allows you to do 
this in real time if you want. So when you do the search, google can actually going out 
and pull that information dynamically and live from wikidata and elsewhere. So if you 
add another book, or update the information, it gets updated here as well, in real-
time. This removes problems with synchronization and indexing. It might cause your 
application to be really slow though, so you might actually create a local cache of 
what’s at the source and update it periodically instead. But the point is you have the 
ability.
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Let’s transition now to talk about quality.  Issues of quality are really important when 
we want to share metadata. We read an article this week that talked about 
“Shareable Metadata.” That phrase was coined more than 10 years ago, and it that 
refers to thinking about your metadata in terms of not just the local community, but 
the global community. So when you are creating your metadata in your local context, 
you are also thinking about what it would look like if it was picked up and reused 
elsewhere. 

We learned from the Shreeves article that when thinking about the creation of 
metadata with sharing in mind we should think about these six “c”s

Content: what information would it take to make this content understandable to 
anyone. Will someone from another country understand that a picture of “LBJ” is 
Lyndon Johnson or will they not recognize that acronym

Consistency: refers to consistent use of similar forms of metadata values. For 
example, using the same controlled vocabulary throughout, or formatting dates or 
author names the same way throughout all records

Coherence: means that records are self-explanatory and complete. A record 
shouldn’t mix descriptions of different views of the object. For example, a record for a 
digitized image shouldn’t include both the date of the original objects creation and 
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the date of the digitization in the metadata without distinguishing the different 
between them.

Context: means that any information about context that is needed to make the 
record understandable outside of it’s original collection is explicitly included in the 
metadata. That could include information about a collection the item is a part of for 
example.

Communication: relates to the actual interaction between those who own and 
organize collection and another organization it is sharing data with. You won’t always 
be able to control this element, but when you can you should include all the relevant 
information like schema and vocabularies used, when the data was last updated, etc.

Finally, Conformance to standards is key for sharing. Creating your own local standard 
may really suit your needs, but if no one else understands it, it won’t be useful. As we 
mentioned application profiles can really help with this.
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In addition to those concepts, we can also rely on different standards to ensure 
quality. 
Content standards give us directions for how to create values. Examples are how to 
format dates or author names, or when creating a title for an untitled item how to 
formulate that. 

Controlled vocabularies are lists of defined terminology for specific purposes. A lot of 
them involve subject headings (like LCSH or MeSH) but other are related to terms for 
formats, or authorized versions of names.

In the linked data world we also have Data Endpoints, which are like linked data 
versions of controlled vocabularies You can put in an identifier for a term in the 
vocabulary and you can write code in your web interface that will go and look up the 
term. The benefit is that if the term is updated, what you display is always updated. 
Or if you want to have an option to display the interface in a different language, if the 
end point includes variations of the term in different languages, you can do that 
automatically. This is a core concept of Linked Open Data. I’ll post a supplementary 
video this week with an example of using a Linked Data endpoint to add some data to 
a spreadsheet.

So some examples of endpoints are the virtual international authority file (for 
persons names), id.loc.gov which holds all of the library of congress authorities, and 
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geonames is a particular geographical endpoint.
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So how about we look at an example of both of these technologies in the wild. My 
previous employer, DPLA, uses both OAI and Linked Data

--as an aside, you’ll hear people say both Linked Open Data and Linked Data. When 
the word “open” is used it connotes linked data that is freely available to all. Not all 
linked data is open, some are subscription services. Just as a side point…

Anyway
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At DPLA we aggregated metadata from more than 40 hubs, representing about 3,000 
individual institutions and aggregated more than 30 million records. We received 
metadata in 9 different schemas, including major standards as well as product-and 
institution-specific profiles, and several are not in an XML format. We harvest records 
from OAI feeds, APIs, and through submitted data files, and many of these records 
have already been aggregated by one of our hubs. 

We built our own customized tools for OAI harvesting, metadata mapping and 
metadata remediation because we need to work on it at such a large scale.
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Once we had the partners’ source records we mapped that data to make a record 
that adheres to the DPLA metadata application profile according to our crosswalks
(remember we looked at that back at the beginning of the lecture). 

We also added to our records URIs for some of the terms in the records if we can 
make a match for them, particularly the types from the Dublin Core type list (things 
like image, text, video, etc.) as well as geographical names in the Geonames
vocabularly

We didn’t add URIs for things like subjects or name authorities yet, but if the source 
records do have those URIs we could store them in our record as well. We were 
working on plans to enrich records with those URIs in the future.
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With one particular type of URI we were enriching records with data from an 
endpoint.

In this record, the text and the icon for rights status comes from a linked data 
endpoint. The original record only contains the URI for a rights statement, which is 
outlined in red here. That’s what the underlying metadata record for this object (or a 
part of the record) looks like (this is a different format than XML, by the way, this 
format is called JSON).

But the way we’ve written the code for the web-displayed version shows the full 
statement label and description which comes from a website called 
rightsstatements.org (we’ll be learning more about this later, by the way). Right now 
the statements are available in other languages, so we could create an alternate 
language version of the site that would use a specific language instead. It will also 
automatically update if the descriptions get modified or the icons change.
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So that’s it for metadata part two. I hope this wasn’t too mind-blowing. I know the 
linked data stuff can be hard to grasp at first. Metadata is pretty cool and pretty 
powerful. I think the key thing to keep in mind is that metadata should be consistent 
and as understandable as possible to make it the most useful if it gets aggregated or 
re-used.
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This week we have our first assignment. I’ll be posting a demo of me working on a 
crosswalk that will help you with that. It will be due on the 28th

Next week we’ll bring our objects and metadata together into a digital repository.

As usual, you also have a forum question available to you this week.
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